
(16) What Does “Scientifically Proven” Mean? – The
Replication Problem in Research

Description

Or: Why We Believe That Social Role Models Influence Mood („Social Priming“) But Not That Homeopathy Or 
Telepathy Works

When we say something is „scientifically proven“, we usually mean that a series of conditions have been met, at
least the following:

1. A phenomenon must be documented using methods that meet current scientific standards. It is best if
this is an experimental method, i.e. one in which the researcher has created a control condition and shown
that the effect of interest occurs in an experimental condition but not in the control condition. This is what
animal, clinical or psychological experimental studies do, for example. Rats or mice, or humans, are then
given something that controls do not receive, and a variable is measured from which the effect can be read.

2. The study must be published and thus available and testable for everyone. This term is not easy to
define, especially today, where everyone can publish everything quickly and cheaply on the internet. As a
rule, the operational definition of „published“ is: a scientific result has been submitted to a peer-reviewed
journal. The journal’s reviewers have examined the manuscript and found that the style, content and
method conform to currently accepted standards and practices; that the method and results are appropriate
to support the authors‘ conclusions; and the journal’s editors felt the result was interesting enough for the
journal’s readers. Furthermore, the journal must be judged by its standards by bibliographical professionals
to be listed in relevant databases, and thus the articles published there.
This enables people looking for scientific results to find them. A finding published somewhere that appears
in a journal, for example, where no experts check the content, is not necessarily considered „scientifically
published“, and mere availability on the internet is also not a criterion for „published“ in a scientific sense.
However, the reverse is also true: just because something has been published in a scientific organ does not
necessarily mean that it is correct, acceptable or even proven. Peer review, as many studies have shown,
can be deceptive. It is really nothing more than a social filter and can at best say what is currently
acceptable, communicable and interesting and understandable to others. No more and no less [1]. It is
particularly important to bear in mind that a whole forest of supposedly peer-reviewed online journals has
sprung up in the last few years, which are nothing more than money printing machines for the publishers.
This is because the authors sometimes pay considerable sums for the publication. Peer review exists only
on paper, and it is easy to publish anything there, even obviously wrong results, as a study has shown [2]. 
The American librarian Beall maintains a list of such editors and journals on the internet.

3. The claimed phenomenon must be robust and thus more than a random fluctuation in the sea of our 
collective perception. We know this from our everyday life: we think we have seen something special and
then say to our partner: „Look, there is an ibex sitting in the grass“. Because we don’t have our glasses with
us, we mistake a stone for an ibex. Our partner has better eyes and can clear up the perception error. It’s
often like that in science, too. A research group or a researcher discover something, perhaps even with
accepted methods according to the latest standard. He knows the method well and is therefore sure that it is
not a mistake, an artefact or a perceptual illusion. His colleagues, who review the findings for a scientific
journal, also agree with him. The study is published. Is it therefore already „scientifically proven“? Of
course not. This just opens the discourse. Someone says: „Look, I have something interesting“. Just as I
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said to my wife in the summer: „Look, there’s an ibex sitting in the meadow“. But how does this first,
perhaps even unique, finding become a scientific fact? That is what we want to deal with today. Because
only through replication, if possible independent or even under extended and more difficult conditions, and
through the subsequent communication processes in the scientific literature and the scientific community
does a finding become a scientific fact. We will save the social side for another time. This time it is mainly
about replication.

„Replication“ means something like: another person is looking with his or her eyes at the same 
phenomenon. If he or she also sees an ibex and more other people do too, then most likely there really is an ibex
sitting there. If I alone think I see an ibex, and everyone else says: that’s just a normal stone or a tree stump, then
I’m probably wrong and have to go to the eye doctor. The founder of Gestalt therapy, Fritz Perls, used to say: „If
one person says ‚You are a monkey‘, you can ignore it. If two or three say it, then it’s time you bought a pack of
peanuts.“ [3] So that’s replication: the repeated stating of a fact, ideally using similar methods, but from different
perspectives.

In science, replication means something very different depending on the discipline. In physics, for example,
which has long since passed its crisis in this regard, experimental results are only taken seriously when they have
been multiply replicated and tested, confirmed by several working groups and backed up in a collaborative
process. Only when something has „5 sigma“, i.e. 5 times more than the standard error of a measurement, usually
proven by multiple measurements, does one begin to recognize something as actually existing. Unfortunately,
this is not the case in other fields like medicine and psychology. Just recently, Richard Horton, the editor of the
Lancet medical journal, complained bitterly that far too many chance findings are traded as „scientific“ in
medicine: „What is medicine’s 5 sigma?“ he asked, echoing the results of an international workshop that
addressed the replication problem [4].

With this, Horton has taken up an issue that has been simmering in medicine for a while: a few years ago, the
Greek epidemiologist Ioannidis, who teaches at Stanford, caused a stir with an essay „Why most published
research findings are false“ [5]. The article has been viewed 1.4 million times and cited 1728 times so far (for
comparison: the most cited article in the same journal in the same year has been cited 436 times). I consider this
essay one of the most significant methodological contributions I have come across in a long time. In it, Ioannidis
builds a simple argument: Authors want to be remembered primarily for positive discoveries. Research results
that do not meet expectations are not prepared for publication, or are rejected by journal editors. Very often, there
are also too few fully independent replications, and those that are available are done by the same team or by
people repeating systematic mistakes that were made before.

Together with the tendency to leave negative results unpublished, which has meanwhile been proven by the
example of various industry-sponsored studies – see part 8 and part 14 of my methodological series – this results
in an explosive mixture: first, positive findings are trumpeted in a big way, the press helps a lot, because they are
also interested in news and success stories (see part 7 of the series). Negative findings then have a very hard time
being taken seriously or published, and if they are published, they usually appear in second- and third-tier
journals that are read less often. Often they are even actively withheld. As a result, most people, even the experts,
often only have the well known first, positive results in mind, ignoring the rest.

This is partly because we are all Bayesians (see Series Part 5): Such strong initial findings change our
preconception, which subsequently acts like a filter. Therefore, we see mainly what we know and expect, and
ignore the rest. This is the same in normal life as it is in science. For this reason, the Cochrane Collaboration, a
network of interested scientists who systematically compile scientific knowledge in the clinical field, has also
stipulated that a review should, if possible, include all so-called „grey“ literature, including unpublished or poorly
published literature. This includes diploma theses, master’s theses, internal reports, doctoral theses and the like,
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i.e. everything that is not covered by the citation databases. When this is done, there is often little left of the
supposed clarity and scientific evidence. In 2007, for example, El Dib and colleagues examined 1016 randomly
selected Cochrane reviews with the question of what we now really know with scientific certainty [6]. If one
assumes that the scientists in the Cochrane Collaboration only address the urgent questions, then this finding is
probably representative – and perhaps even flattering – for the overall state of scientific knowledge in the clinical-
medical sector. Only 3.4% of all these reviews came to a really clear conclusion whether the intervention studied
worked or not. In 2% it was clear that the intervention was harmful, in 1.4% of the interventions studied it was
clear that it was excellent. That’s just 14 of the 1016 interventions studied! The ratio of useful and effective to
clearly harmful is unfavourable. And the rest? For 48% of the interventions studied, we still know too little and
further research is needed. For another 5%, we can assume that further research will prove that the intervention is
harmful. And for 43% – still – we can assume that the intervention is probably helpful, but just too little clear
evidence.

Now, it is precisely this large grey area that is at stake. For here, a clearly negative replication or a study that
came out negatively and is not published would be the element of knowledge that could change our view of
things. The chances of there being unpublished results with a „negative“ outcome in one area or another are
relatively high, but impossible to measure. This is precisely why replications, and especially independent
replications, are important. What does „replication“ mean here and what „independent“? A few years ago, my
colleague Stefan Schmidt took up this topic and wrote a review [7]. He found that although everyone talks about
replication, everyone demands it, everyone thinks it exists, very few fields, at least in psychology and the social
sciences, are really well replicated – mainly because replications are unpopular with researchers and unloved by
journal editors. Moreover, research funders are not eager to fund replication either; they would rather be known
for having helped bring new findings to light [8]. Replication means: a group of researchers takes a published
experiment or another study, rebuilds the methodology and everything else, and tries to find another group’s
results roughly as they were reported.

This can take various forms: In the narrowest sense, a replication can be exactly as reported. Hardly anyone does
that. Because that is rather boring. So-called „conceptual replications“ are more common. This means that the
basic principle is replicated. So if someone reports that they were able to reduce headaches with a certain
substance, let’s say with the administration of water for headaches [9], then in a follow-up study you try to pick
up on this finding and perhaps make the design a little more careful: for example, to measure better, to observe
longer, to characterize the patients‘ illness better, to control the intervention better – for example, not just to say
„drink more“, but to really give the patients more water and also to control that they drink more. Then it is often
the case, as in our example, that the follow-up study produces much smaller or even different effects than the
initial study [10]. In the clinical case, one then sees that an extension of the concept does not work so well.
However, one does not necessarily know then whether the „negative“ result is related to the fact that perhaps
some crucial but perhaps not yet discovered parameter was changed in the replication study. In our example, for
example, it could be that in the first study there happened to be more people who were naturally low drinkers and
for whom the instruction to drink more actually had a positive effect, whereas in a larger follow-up study this
baseline difference disappears and so does the effect.
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For this reason alone, replications are important, especially conceptual ones, to test the robustness of
assumptions and concepts. But, as I said, replications are unpopular. You don’t get a Nobel Prize for confirming
what others have found, and certainly not for disproving other people’s results. Prizes are awarded for the
discovery of new findings. Of course, in order for them to be generally accepted, they have to have been
replicated by other researchers. And only when they have really been replicated many times and confirmed as
robust do they become generally accepted. At least that is the case in theory and often in practice. But Nobel
Prizes in economics have also been awarded for models that are ingenious but then fail to prove themselves, asthe
last crisis in the financial sector has shown.

But let’s return to clinical research. There, replications are actually also necessary for us to accept an intervention
as „effective“. Why is that? After all, it could be that an initial trial is simply a chance finding, a kind of random
fluctuation. If that were so, then the next time we tried to detect the effect, the statistical variation would have to
swing the other way, and we would see a null effect or even a negative effect. And on the third attempt, perhaps
nothing at all, so that across all studies there is actually a zero effect at the end. Let’s assume that the effect found
in the first study is a systematic positive effect that proves that the intervention – water drinking for migraine in
our example – is successful. Then a follow-up study would have to show such a positive effect again, and a third
study again. And even if there were a negative or only very weakly positive study, a positive and clearly different
effect from zero would have to emerge across all studies. This could be demonstrated in a meta-analysis, such as
the one published by the Cochrane Collaboration.

You can see immediately from this example that as soon as a negative study is suppressed, we distort the 
picture. That is why it is so important that all, but really all, findings, especially the negative ones, are published.
Because we usually learn more from the negative findings than from the positive ones. As can be seen from the
Cochrane Collaboration data briefly referenced above, this happens far less than one might think.

What Ioannidis argues theoretically for medicine [5], Horton has recently reiterated [4] is not empirically
studied in the context of medicine. But psychology has definitely had a serious replication problem recently. For
it is now empirically clear that less than half of all experimental findings published in psychology are even
remotely replicable as reported in the literature [11]. Psychologist Brian Nosek became aware of the problem
some time ago. He inspired a very large group of colleagues to replicate data from 100 studies from the most
recent years of the most important psychological journals („Psychological Science“, „Journal of Experimental
Psychology“, „Journal of Personality and Social Psychology“) using exactly the same methods. To do this, he
sought out working groups that were qualified in the areas in question and were familiar with the method. They
then contacted the first authors and had the method explained to them in detail and other details that perhaps
could not be presented in the publication. The researchers really spared no effort to replicate the original findings
as faithfully as possible. The effect sizes found were only half those originally published [12]. 97% of the original
studies reported significant effects. But only 35% of the replications could find significant effects. Only 47% of
the original effect sizes, or less than half, were within the confidence interval [13] of the replications.

In other words, less than half of the original reported data were statistically compatible with the replication
results. Only 39% of the studies were subjectively judged by the researchers to be successful replications. The
mean effect size of the original reported studies was r = 0.4, while the replicated one was r = 0.197, just half as
large. The original p-values correlated negatively with the replicated ones, with r = -.327. This means: the larger
and statistically more significant the original reported effects were, the more likely it was that they could not be
replicated. Overall, a clear negative publication bias is visible. This means: in the original studies, negative
results were not published, or the researchers kept trying until they had positive findings, or only presented those
aspects from a study that made the whole finding appear positive.

What does this mean? Apparently, the tendency to suppress negative findings is also widespread in

PROF. DR. DR. HARALD WALACH
https://harald-walach.de https://harald-walach.info

Page 4
© Prof. Harald Walach



psychology. This is especially easy with experimental or cross-sectional studies. They are not very complicated
to carry out in psychology – but also in medicine, pharmacology or basic biological research – if you know a
method and have everything at hand. All psychology students have to collect hours as test subjects in order to be
admitted to their exams and thus serve as human guinea pigs for their lecturers, who can try out one thing or
another in this way. Then they can quickly do a new little experiment because they have a good idea for once. If
nothing comes of it, the data is ignored. If you have a positive result – perhaps by chance or because you were
sloppy – you shout hurray, open the champagne and send a manuscript to a journal. Another research group feels
inspired, wants to replicate the result, but has a negative finding. This negative replication is rarely published.
And so a hodgepodge of apparently positive scientific findings accumulates in the literature. As shown above:
almost all original findings report effects found, correlations or meaningful differences.

So you see, „scientifically proven“ does not mean „somewhere a positive result has been published.“ It must
also be guaranteed that this result has been replicated, ideally by another research group using their method. And
the more controversial the finding, the more stable the replication must be. Note the comparative „more
controversial“: if data fit into a currently accepted model of thought or framework of theory, one or two
replications will be considered sufficient evidence for the accuracy of the original finding.

Since the original finding is already very likely a selection from all possible data, including negative data, even in
the case of „generally accepted“ findings there is a high probability that one is making a mistake when one says
something is „scientifically“ proven. This is also the case with Ioannidis critical comment. However, when it
comes to controversial areas, the research community will really expect very robust evidence, i.e. multiply
replicated and, above all, independently replicated findings.

And this is also the real reason why we (meaning the mainstream of society and science) assume that
antidepressants work, but homeopathy does not, and why we believe that „social priming“ exists but not
telepathy. From a purely objective point of view, the meta-analytically determined difference between
homeopathic preparations and placebo preparations across all known, published and unpublished studies is
statistically different from zero with an odds ratio of 1.53 or OR = 1.98 for the reliable studies. This means that a
patient treated with homeopathy has twice the chance or at least 150% the chance of being cured as one treated
with placebo [14]. I discussed this in my previous post in the series (Part 15).

But the theoretical understanding of what happens in homeopathy is not scientifically settled. „Social
priming“ fits into the current mainstream of social psychology. What is meant by this is that someone who is seen
as a socially important person influences not only the behaviour of others through their behaviour, but also their
feelings and cognitions [15]. The best-known study had someone walk past a group of participants at a tired pace
and visibly exerting themselves, and subsequently found the participants to also walk more slowly, feeling tired
and depressed. This fits into the paradigm of subliminal cognitive control, which is currently being studied
everywhere.

The problem: The finding turned out to be unreplicable, and this experience prompted, among other things, Brian
Nosek’s „Open Science Collaboration Project“. However, these negative findings never saw the light of day
because journal editors doubted the competence of the experimenters or simply did not want to publish them.
Because the finding is compatible with mainstream opinion, therefore, „we“ collectively still believe in the
possibility of social priming in a very broad sense, but are very sceptical about the possibility of homeopathic
remedies having an effect, even though there are far more and far more robust findings.

Only: also with homeopathy, independent replication looks worse than Mathie’s meta-analysis suggests. This
is because in the meta-analysis, many independent data were processed together. The few attempts to perform
replications within a research model were rarely successful. This is the reason why I myself came to the
conclusion years ago that whatever works here does not work in a classical causal sense. One has to use a number
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of tricks, with which we also succeeded in the end in isolating homeopathic effects from those of placebo in
experimental studies, several times [16]. Now others need to replicate the findings so that they can potentially
contribute to making homeopathy look „scientifically proven“. But before this can happen, a plausible theory
must also be found.

Similarly, with telepathy and psychokinesis. There are many positive findings [17]. There is also at least one
theoretical model [18] and we have recently replicated a promising experimental paradigm, which we will report
on. The findings are at least as statistically robust as many of the mainstream effects. But first, the theory is not
widely accepted and acceptable [19], and second, independent, on-target replications of an experimental
paradigm have not succeeded to date [20].

So what is „scientifically proven“ is very elusive. Publications alone are not enough. They also often tend to be
falsely positive, and we should always apply a fair amount of criticism. But even if positive data are available and
published, there is always the question: are they replicated and replicable? And if this question is answered
positively, we still have to ask: are the results socially acceptable, within the framework of the currently valid
theories and models of thought? And only when all three are given is something „scientifically proven“. As we
have seen, such judgements, especially when it comes to mainstream theories and effects, are often made hastily.
And therefore something can be „scientifically proven“ and still be wrong. And something else can be considered
„scientifically questionable“ and still end up being right.

To counteract publication bias, studies should be registered before they are conducted. This makes it easier
to search afterwards for work that has been done but not published. This is now mandatory in clinical research,
and most journals no longer accept publications of clinical trials that have not been registered in a common trial
registry. In parapsychology, this policy of publishing all studies, including negative ones, has been implemented
for at least 20 years [19]. But in experimental research, both in psychology and in medicine or pharmacology,
there are only very cursory approaches to this.
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